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Unravelling the role of charge-lattice interactions on the optoelectronic properties in lead halide

perovskites is of great interest due to their unique photophysical properties. While there is broad

consensus on the importance of the structural deformations and polar fluctuations on the behavior

of charge carriers and quasiparticles, the strongly anharmonic nature of these fluctuations and their

strong interactions render theoretical descriptions of lead halides challenging. In this Account, we

review our recent efforts to understand how the soft, polar lattice of this class of materials alter

their quasiparticle binding energies and fine structure, charge mobilities, and lifetimes of phonons

and excess charges. This is reviewed in the context of the effective models we have built, and the

novel theoretical methods we have developed to understand bulk crystalline materials, as well as

nanostructures, and lower dimensionality lattices. The perspective we detail provides both some

design principles for optoelectronic materials and a set of theoretical tools to study them when

charge-lattice interactions are important.

I. INTRODUCTION

Over the past 20 years, lead halide perovskites have

emerged as an important material for a variety of pho-

tovoltaic and light-emitting applications. On top of

their ease of synthesis, tunable optoelectronic proper-

ties and high defect tolerance,1–3 they have small ex-

citon binding energies,4 long carrier lifetimes and dif-

fusion lengths5 despite modest charge mobilities,6 and

have demonstrated high power conversion efficiencies and

quantum yields. Consisting of a lead-halide inorganic

framework and counter-balancing cations, lead halide

perovskites are held together with ionic bonds that lo-

calize significant charge leading to strong Coulomb inter-

actions between photoexcited carriers and the surround-

ing lattice.7 The isotropic nature of this ionic bonding

results in a deformable lattice, admitting structural fluc-

tuations and polaron formation that can protect charges

from scattering with defects,8,9 and screen the interaction

between charges.10 Although many of the important opti-

cal properties in perovskites are presumed to arise from

the interplay of electronic structure and charge-lattice

interactions,2,11 elucidating their microscopic origin has

remained challenging.

The significant anharmonicity of perovskite lattices

means that traditional models and perspectives on

electron-phonon coupling are not appropriate. Unlike
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most crystalline semiconducting materials where lattice

fluctuations are well described by a harmonic approxima-

tion, perovskites have rocking and tilting motions of the

inorganic framework that are better described by dou-

ble well potentials,12 and they exhibit nearly free mo-

tions of their A-site cations13. Unsurprisingly, these soft

modes produce a number of competing structural phases

that can be accessed over typical operating conditions

or tuned through nanocrystalline size. In lower dimen-

sional crystals, the A-site cation can be replaced with

ionic ligands, which themselves can disorder and admit

large fluctuations14. Even at low temperatures, where a

harmonic approximation may be valid, perovskites have

complex unit cells, rendering the use of traditional theo-

retical methods computationally intractable. There have

been a growing number of studies pointing to the impor-

tance of charge-lattice effects on the properties of lead-

halide perovskites, motivating analytical15 and numeri-

cal studies15,16, but balancing an atomistic description of

the lattice and a non-perturbative treatment of charge-

lattice coupling has required that novel theoretical tech-

niques be developed. We have developed path integral

based methods in order to describe charge-lattice affects

non-perturbatively17,18, and adapted pseudo-potential

methods19 to study nanocrystals and the role of surface

relaxation on quasiparticle energetics and lifetimes20.

These tools have enabled studies on exciton binding and

charge carrier renormalization from polaron formation,

and an elucidation of the interplay between lattice struc-

ture and exciton energies in nanomaterials.
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In this Account, we summarize these theoretical de-

velopments and how they have been used to rationalize

spectroscopic and excited state dynamics in these ma-

terial systems. In Sec. II, we present a discussion on

static properties of excited states focusing on exciton fine

structure and binding energies of excitons and biexcitons

and how each depends on lattice geometry and parti-

cle morphology. We continue in Sec. III by addressing

how the lattice fluctuations alter the dynamic proper-

ties such as charge mobility, and the lifetimes of charge

and lattice excitations. In each subsection, we specify

the types of perovskites considered, ranging from zero-

dimensional nanocrystals to their three-dimensional bulk

counterparts. In Sec. IV, we conclude this with a sum-

mary and active areas of continued study.

II. STATIC PROPERTIES

The generation, dissociation, and recombination of ex-

citons determine the power conversion efficiencies and

quantum yields of devices. The energetics of excitons

and other quasiparticle excitations offer figures of merit

for designing semiconducting materials, as they corre-

late with relevant dynamical properties. Details of these

static properties and how they depend on the static or

evolving lattice are reviewed here. In particular we re-

view (i) how lattice distortion influences exciton fine

structure in nanocrystals and (ii) how the binding en-

ergies of excitons and their complexes are modulated by

confinement and polaronic effects.

A. Exciton fine structure

Lead halide perovskite nanocrystals are considered a

promising quantum light source material as they show

a remarkable brightness for photoluminescence and high

quantum yield.21 The origin of the bright emission has

been a subject of debate, since there are conflicting

experimental reports on the nature of the excitonic

ground state, and the size of the dark-bright excitonic

spittings22,23. The excitonic fine structure of a material

can be inferred in principle from spectroscopic measure-

ments at cryogenic temperatures, though such measure-

ments are challenging. While in bulk semiconductors the

splitting of dark-bright exciton sublevels is very small,

the splitting in nanocrystals can be substantial.

For materials with strong spin-orbit coupling like the

lead halide perovskites, spin and angular momentum are

correlated, resulting in a spin lattice coupling that can

change and possibly invert the spitting of optically bright

and dark states. In the bulk, lead halide perovskites

FIG. 1. (a) Relaxed structures of CsPbI3 perovskite nanocrys-

tals for the size of 1.9, 3.1, 4.4, and 5.7 nm where I and Cs

atoms are shown in purple and teal with gray Pb octahedra.

(b) The lattice anisotropy parameter for cubic (blue squares),

relaxed (black circles), and orthorhombic (green diamonds)

structures. Red and black × symbols indicate the results

from DFT and Bulk perovskite. (c) The splittings, ∆, be-

tween dark and bright excitonic states with various nanocrys-

tal sizes (left) and the standard deviation of splittings, ∆̄,

between bright excitonic states as a function of aspect ratio

(right) for cubic (blue), orthorhombic (green), and relaxed

crystal structures (black). Figures are adapted from Ref.24.

undergo structural phase transitions between low tem-

perature orthorhombic phases, intermediate tetragonal

phases, and high temperature cubic phases, each with

different symmetry and thus changes to the electronic

band structure.25 In nanoparticles, the locations of

phase transformations are generally at different temper-

ature than their bulk counterparts, and their significant

surface-to-volume ratios can result in further complica-

tions as those surfaces relax and reconstruct.

Using an atomistic force field,26 we studied a series

of CsPbI3 perovskite nanocrystals whose relaxed struc-

tures are shown in Fig. 1(a). We observed that the local

lattice structure was size-dependent, with the smallest
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nanocrystals stabilizing a highly symmetric cubic phase

whereas the largest ones recovered a bulk-like orthorhom-

bic structure. The degree of asymmetry was quantified

in Fig. 1(b), using a lattice anisotropy parameter defined

as the difference in the Pb-Pb distance between shortest

and longest axis of the nanocrystal. The values for cubic

structures are zero and for orthorhombic structures, the

tilting of the octahedra breaks the isotropic symmetry re-

sulting in a small constant value of the order parameter.

We found that the relaxed structures did not monotoni-

cally transition between cubic and orthorhomic with in-

creasing size, and rather exhibit a maximum anisotropy

for cubes with edge lengths of 2.7 nm. These observa-

tions were broadly consistent with experimental x-ray

measurements.20 This size-dependence stems from the

competition between surface relaxation and the stability

of the bulk orthorhombic phase. The establishment of the

nanoparticle structure was only theoretically tractable

with ab initio derived forcefields, as it is computation-

ally intractable to relax geometries directly with density

functional theory for such large systems.

The exciton fine structures were subsequently obtained

from semiempirical pseudopotential methods19 using the

Bethe-Salpeter equation27 developed in Ref.24 on the ge-

ometries obtained from the forcefield calculations. The

electronic pseudopotentials were parameterized to in-

clude both the effect from lattice distortion and spin-

orbit coupling. Only with such a theoretical framework

could the correlated electronic structure of nanoparticles

be computed. With this methodology, we found the ex-

citonic ground state to be dark with spin triplet charac-

ter, exhibiting a small Rashba coupling, which is implied

by the similar splitting trends as increasing nanocrystal

sizes for all phases shown in Fig. 1(c, left). For cubic

phases of cubic nanoparticles, the three bright states are

degenerate, but deviations locally in the unit cell or mor-

phologically in the aspect ratio of the nanocrystal could

break this degeneracy. With the relaxed structure of each

nanocrystal, Fig. 1(c, right panels) describes the stan-

dard deviation ∆̄ of splittings between bright excitonic

states as a function of aspect ratio. Unlike the cubic

and orthorhombic structures, the splittings with low as-

pect ratio are significant, unique feature of relaxed struc-

tures. This study confirmed that the lattice symmetry is

vital in interpreting exciton fine structure of perovskite

nanocrystals.

B. Exciton binding energy in bulk

While the absolute energies of excitons determine what

states are populated thermally, the exciton binding en-

ergy marks the threshold to generate free charge carri-

FIG. 2. (a) Illustration of two mechanisms describing how

exciton binding energy is renormalized by the lattice. (b)

Exciton binding energy, EB, computed under different types

of lattice screenings where dotted lines indicate experimental

values from Ref.30(black), Ref.31(gray), and Ref.32(brown).

Figures are adapted from Ref.17.

ers from an initial photoexcitation and determines the

relative proportion of bound excitons to free charge car-

ries. Bulk lead-halide perovskites have shown anoma-

lously small values for exciton binding energies, typically

reported as less than thermal energy at room temper-

ature, attracting a great attention as a promising ma-

terial for photovoltaic applications.4 First principle esti-

mates of exciton binding energies had failed to recover the

anomalously small exciton binding energies,28 and while

simple effective mass models could be made consistent

with experiments, they typically required values of the

dielectric constants that were difficult to interpret.29 The

difficulty in establishing the exciton binding energy from

such studies implicated the role of exciton-polarons and

lattice deformation in the renormalization of observed

binding energies. Such effects are not often accounted

for in solid-state electronic structure.

The approach we developed was based on imaginary

time path integrals33–36 using an explicit atomistic rep-

resentation of the lattice. Perovskites have highly dis-

persive bands, so the low energy band structure is well

described by effective mass models. The lattice Hamilto-

nian was given by the previously validated atomistic force

field37 and the charge-lattice coupling was described by

the sum of pseudopotentials17,18, in which way all orders

of anharmonic features of perovskite lattice can be cap-

tured. Within this model, imaginary time path integrals
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could then be used to treat electron-hole correlation and

charge-lattice coupling, without resorting to perturbation

theory or approximate analytical results.

We found good agreement with most experimental re-

ports for exciton binding in the methylammonium lead-

iodide perovskites, MAPbI3, establishing a binding en-

ergy of 21 meV. The lattice renormalization of exciton

binding occurs through two mechanisms, illustrated in

Fig. 2(a). First, the lattice screens the direct interac-

tion between charges by the static dielectric constant.

This is a direct effect, weakening the Coulomb potential

between the electron and hole. Second, the lattice sta-

bilizes the free charges, altering their and the exciton’s

self energy. This effect reflects in polaron formation of

free charges or exciton-polaron formation of the bound

electron-hole pair. We have found that exciton-polaron

binding energies are relatively small, as a charge neutral

object couples weakly to the lattice, but the stabilization

of both the electron and hole from polaron formation is

significant, and directly responsible for the attenuation

of the binding energy.

We developed an effective field theory to decom-

pose the contribution from the lattice on excitonic

properties,17 through different approximations to the lat-

tice Green’s function, χ(k, ω). In principle, χ(k, ω) in-

cludes both a frequency, ω and wavevector, k, depen-

dence. In a static screening model, the electron-hole

interaction is only screened by an effective dielectric

constant, ignoring the dependence on both ω and k,

χ(k, ω) ≈ χs. In a dynamic screening model, we could

incorporate the effect from harmonic phonons through a

Frohlich-like model8,38 for a charge that is coupled with

polarization field produced from the collective harmonic

motions of the lattice. The models in this approxima-

tion were dispersionless, so χ(k, ω) ≈ χd(ω), but whose

frequency dependence admits the formation of a polaron

through the quantummechanical treatment of the lattice.

Alternatively, a nonlocal screening model with spatially

dependent dielectic function from the explicit MAPbI3
lattice, χ(k, ω) ≈ χn(k), was developed. In this model,

the frequency dependence was ignored, which is equiv-

alent to assuming it is well-described classically. The

computed exciton binding energy under each type of lat-

tice screening is summarized in Fig. 2(b), including the

full lattice Green’s function that incorporates both non-

locality and frequency dependence. Comparisons show

that the inclusion of lattice effects from either dynamic

or nonlocal screening reduces the attraction between elec-

tron and hole by about 10 meV, but incorporating both

of these effects provides an excellent agreement with ex-

periments, accounting for a nearly 30 meV red shift of the

binding energy (21 meV) compared to the simple effec-

tive mass estimate (50 meV).39 This clarified the origin
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FIG. 3. Exciton binding energies for thin slab geometries, il-

lustrated in the inset, for both (BTA)2(MA)n−1PbnI3n+1 (red

and blue) and (PEA)2(MA)n−1PbnI3n+1 (orange and green).

Circles are experimental data from Ref.40 and squares are

from theoretical calculations from Ref.41. Lines are guides to

the eye.

of small exciton binding energy, emphasizing the impor-

tance of anharmonic lattice fluctuations and polaron for-

mation in lead halide perovskites.

C. Exciton binding in two-dimensions

Two-dimensional layered hybrid organic-inorganic

perovskites have been proposed as alternatives to

their bulk counterparts due to enhanced tunability

and stability.42 Consequently, the photophysics of

two-dimensional perovskites are different than bulk

perovskites. The heterogeneous layer composition leads

to a dielectric contrast that enhances the electron-hole

interaction.43 The electron-hole interaction is also

enhanced by quantum confinement that arises from the

exciton and inorganic layer length-scales being similar

in value.43 However, it remained to be understood how

excitons are renormalized due to charge-phonon interac-

tions in two-dimensional perovskites. To approach this

problem, we considered two model systems with organic

ligands, n-butylammonium (BTA) and phenylethy-

lammonium (PEA), (BTA)2(MA)n−1PbnI3n+1 and

(PEA)2(MA)n−1PbnI3n+1 where n is the number of

inorganic sublayers. A change in n corresponds directly

to a change in the quantum well thickness, thus also

modifying the confinement. We studied both crystals

formed from alternating slabs of organic and inorganic

material, as well as single sheets dispersed in solution,
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the latter of which is report in Fig. 3.

To study the renormalization to exciton binding in

these model systems and geometries, we developed a path

integral framework41 similar to the one used to inves-

tigate bulk perovskites. Specifically, we employed con-

tinuum electrostatics along with the thin-film Frohlich

interaction derived for a thin-film geometry.44 Figure 3

shows that the inclusion of a dynamic lattice brings exci-

ton binding energies in reasonable agreement with exper-

iment for both materials.40 The binding energy for the

BTA ligand is much larger then the PEA ligand due to

the large dielectic contrast between the organic layer and

the inorganic lattice. Both exhibited a strong depen-

dence on n, illustrating the effect of dielectric confine-

ment. When studying the polaron, we observed a non-

monotonic behavior of polaron binding energy as a func-

tion of quantum well thickness n. We were able to cap-

ture this non-monotonic trend with a variational bound

that has two length scales: one that corresponds to an

effective dielectric screening radius and another that cor-

responds to the polaron radius.41 To physically rational-

ize this trend, we consider two competing mechanisms.

The first is that as n increases, the amount of polar in-

organic material increases, thus leading us to expect the

electron-phonon interaction to strengthen. The second

is that as n increases, a lattice dipole becomes weakened

due to stronger screening from the inorganic layer, thus

leading us to expect the electron-phonon interaction to

weaken. Overall, we were able to elucidate the inter-

play between quantum confinement, dielectric confine-

ment, and charge-phonon coupling in two-dimensional

perovskites.

D. Biexciton binding in cubic nanocrystals

While there is a reasonable agreement on the size of

exciton binding energies in bulk perovskites, the values

for perovskite nanocrystals are comparatively less estab-

lished, and the understanding of multiparticle energies

is even more unclear. In nanocrystals, quantum confine-

ment can lead to strong many-body interactions among

photoexcited charges and these can significantly affect

the optical properties,45 implying that it is necessary

to study the behavior of exciton complexes such biexci-

tons. Recently, experimental studies46 proposed an anti-

binding behavior of biexcitons in CsPbBr3 nanocrystals,

implicating the potential lattice effect on these interac-

tions. A number of biexciton binding energies for lead

halide perovskites have been reported to date, whose val-

ues span a wide range even with opposite signs.45,46 How-

ever, experimental analysis is difficult because of effects

from thermal broadening, spectral drifts, and the large

FIG. 4. (a) Simulation snapshot of biexciton (left) and exci-

ton (right) interacting with CsPbBr3 perovskite nanocrystal

with 3.56 nm as the edge length of nanocrystal. Electrons

and holes are represented as red and blue ring polymers. (b)

Exciton (EB,X, black) and biexciton (EB,XX, red) binding en-

ergies, over the range of nanocrystal sizes where results from

static and dynamic lattice screenings are shown with circles

and triangles, respectively. Solid lines are fitted lines. (c)

The difference in exciton (δX, black) and biexciton (δXX, red)

binding energies from static screening, implying the values of

Stokes shift. Solid line is a guide to the eye. Figures and

results are adapted from Ref.48.

variance in the nanocrystal sizes.47

Adopting the same path integral approach as employed

to study other perovskite systems, the energetics of quasi-

particle excitations in CsPbBr3 perovskite nanocrystals

are reviewed48 where Fig. 4(a) shows the snapshots of

molecular dynamics simulations of biexciton and exciton

in CsPbBr3 nanocrystal with electrons and holes repre-

sented as imaginary time paths under the external po-

tential accounting for a dielectric confinement effects.

For comparison, the static and dynamic lattice screen-
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ing models noted above are also considered. Over the

range of nanocrystal sizes, exciton and biexciton binding

energy calculations have been performed under each type

of lattice screening. Shown in Fig. 4(c) is the difference in

exciton and biexciton binding energies compared with re-

sults from static screening model. Even with the strong

size dependence of both exciton and biexciton binding

energies, the large values of δX imply that the inclusion

of lattice effects either from dynamic or explicit CsPbBr3
lattice screening largely suppress the exciton binding en-

ergy, whereas lattice effects are negligible for biexciton

binding. This observation is rationalized by the mech-

anism of polaron formation where instead of weakening

the electron-hole interaction, lowering the self-energies

of free charges contributes dominantly to reducing the

binding energies in nanocrystals, which is not relevant for

biexciton binding energies. Further, the calculations on

biexciton binding energy, in agreement with other size-

dependent measurements on CsPbBr3 nanocubes,49 con-

firm that biexcitons are bound for all nanocrystal sizes

considered, regardless of the type of lattice screenings.

III. DYNAMIC PROPERTIES

The dynamics of charges and the surrounding lat-

tice play a crucial role in the functioning of semicon-

ductor based devices. After photoexcitation, the subse-

quent relaxation dynamics involves a number of different

processes which occur on timescales that span the pi-

coseconds of exciton dissociation and lattice vibration,

to nano- and microseconds for charge carrier lifetimes

all of which conspire to determine a device’s efficiency.

Establishing a microscopic understanding of these pro-

cesses, and how each are influenced by the soft, polar

lattice, provides means of designing materials to opti-

mize optoelectronic properties. In this section, we focus

on how lattice fluctuations alter the diffusion and life-

times of charge carriers as well as the lifetime of lattice

vibrations.

A. Charge carrier mobility

In the application of semiconducting materials, mo-

bility of charge carriers is one of primary properties

which limits the performance of materials. In photo-

voltaic devices, free charge carriers need to reach the ex-

traction layer within their lifetime to make use of them

whereas in light-emitting devices, larger mobility implies

the greater brightness with low driving voltage.50 Exper-

imentally, the relative carrier mobility can be extracted

from the photoinduced conductivity measurement using

the pump-probe THz transmission dynamics after pho-

toexcitation where the intensity of the signal is propor-

tional to the density of free charge carriers.6 Studying

charge transport phenomena in lead halide perovskites,

Wehrenfennig et al. showed that the difference in charge

mobility highly affects the performance of materials.6

Charge lattice interactions and polaronic effects in partic-

ular have been implicated in observations of renormaliz-

ing charge mobilities, as scattering off of the lattice is the

primary mechanism of dissipation for excess charges16.

Using our quasiparticle path integral approach,33–36 we

have estimated the relative charge carrier mobility at var-

ious electron-phonon coupling strengths using Frohlich

model Hamiltonian.8,38 In the anti-adiabatic limit which

is applicable to lead halide perovskites, the charge mobil-

ity µ can be obtained from their renormalized mass m∗

as51

µ =
e

2αωm∗ e
βℏω (1)

where ω is a longitudinal optical frequency of phonons,

α is a dimensionless Frohlich coupling constant, β is

inverse temperature times Boltzmann’s constant and ℏ
is Planck’s constant. An inverse renormalized mass at

a given electron-phonon coupling strength can be com-

puted using a linear response relation52

1

m∗ = lim
β→∞

⟨(∆r)2⟩
3βℏ2

(2)

where ∆r is the distance between the first and the last

beads of an open-chain imaginary time path, pictorially

shown in Fig. 5(a).

Adopting the material properties of bulk lead-halide

perovskites, the relative charge mobilities are de-

scribed in Fig. 5(b), at various electron-phonon coupling

strengths. In this parameter regime, the effective mass is

well described using first order perturbation theory9 and

is consistent with Feynman’s variational method53. Com-

bining these two results, we were able to infer that the

coupling with phonons makes the charge carriers heavier,

while suppressing the carrier mobility, with a greater re-

duction expected for MAPbI3 compared to CsPbI3 due to

its smaller Frohlich coupling constant. Molecularly, the

weaker charge-lattice coupling for the inorganic lattice

originates in the slightly less polarizable A-site cation.

B. Electron-hole recombination rate

At typical operating conditions for bulk photovoltaics,

electron-hole recombination determines the lifetimes of

charge carriers. Despite their modest mobilities, the

lead halide perovskites exhibit large diffusion lengths,



7

FIG. 5. (a) Schematic of how to evaluate effective mass

from an open-chain imaginary time path. (b) The relative

charge mobilities µ obtained from effective masses at vari-

ous electron-coupling strength α in CsPbI3 and MAPbI3 per-

ovskites with results from path integral approach. Solid line

represents the estimate from Feynman’s variational method.

enabling exception power conversion efficiencies. Over

the last decade, it has been found that the origin of the

large diffusion lengths is an abnormally long free carrier

lifetime, or correspondingly low radiative recombination

rate.5 It had been conjectured that polaronic effects play

a major role in the underlying mechanism of low electron-

hole recombination rates of perovskites,1,10 though direct

evidence theoretically or experimentally had been lack-

ing. We were able to elucidate the molecular origin of the

long charge carrier lifetime as originating in an emergent

repulsion between electrons and holes mediated by the

soft perovskite lattice.

In general, the charge recombination rate in the bulk is

understood using a bimolecular rate expression.6 For the

reaction of e−+h+ → ℏν, the bimolecular recombination

rate kr can be defined as

dne

dt
= −krnenh (3)

where ne/h is the electron/hole density. We used quasi-

particle path integral molecular dynamics simulations

with an atomistic description of MAPbI3 lattice to eval-

uate this rate. In a bulk system, recombination is a bi-

molecular process, so the rate is proportional to the prob-

ability of bound electron and hole being co-localized, and

a conditional probability of radiating provided they are

co-localized.17,18 Both depend on the effective potential

between charges, as mediated through a finite tempera-

ture, fluctuating lattice. Using explicit simulations, we

found at 300 K a non-local lattice Green’s function, χn(k)

was well approximated by

χ(k) =
χ0

1− l2sk
2 + l2s l

2
ck

4
(4)

characterized by two lengthscales, ls, and lc which are

screening and correlation lengths associated with dielec-

tric fluctuations. This functional form includes a single

resonant peak that results from the double well potential

of the optical mode.15

As the lattice Green’s function screens in the electron-

hole interaction, in the limit that the lattice is well de-

scribed classically, it implies an effective potential

V (r) = − e2

4πε0r

[
1

ε∞
+

1

ε∗
+

γ

4δε∗
e−rδ sin[rγ − θ]

]
(5)

where r is the distance between two charges, 1/ε∗ =

χ0α
2ε0/e

2, γ−1 ≈
√
2ℓc, δ−1 ≈ 2ℓc/

√
1− ℓs/2ℓc, and

θ = arctan[2δ/γ]. Notably this potential, shown in

Fig. 6(a), includes a barrier at intermediate distances.

This electron-hole repulsion significantly decreases their

wavefunction overlap relative to expectations without a

fluctuating lattice, χs, or within its dispersionaless har-

monic approximation, χd. All three approximations to

the screening from the lattice are shown in Fig. 6(b)

where the electron-hole radial probability density is plot-

ted, p(r). Under standard approximations using either

the static or harmonic approximation, the expected life-

times of charge carriers at concentrations ne = 1017/cm3

are on the order of 1/krne ≈10 ns, while it rises to

1/krne ≈200 ns when the nonlocal screening from the

lattice is taken into account. This latter estimate was

in very good agreement with photoluminescence lifetime

measurements under similar carrier concentrations.4,5

This study thus resolved the longstanding question con-

cerning the anomalously long carrier lifetimes, by invok-

ing a novel lattice mediated repulsion. This mechanism

was molecular in origin, as reflective in the lengthscales

ls, and lc.

C. Radiative recombination in nanocrystals

The optoelectronic properties of nanocrystals depend

intricately on size-dependent confinement trends as well

as lattice symmetry. A photo-generated electron-hole
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FIG. 6. (a) An effective potential between electron and hole

in MAPbI3 perovskite as a function of the distance between

centroids of quasiparticles. The inset is the representative

snapshots of molecular dynamics simulations of electron (red)

and hole (blue) with the MAPbI3 lattice where Pb2+, I−, and

MA+ are shown in gray, yellow, and blue atoms, respectively.

(b) The electron and hole radial probability distribution under

different types of lattice screenings from path integral simu-

lations. Figures are adapted from Ref.17.

pair is confined to the volume of the nanocrystal and

has a wavefunction that extends over the entire lattice

up to the Bohr diameter, leading to radiative recom-

bination physics governed by the nanocrystal size and

lattice symmetry.3,54 In perovskite nanocrystals at room

temperature, fast radiative recombination has been

observed with near-unity photoluminescence quantum

yield, indicating possible applications in quantum light

generation.3 In a recent work, Alivisatos et al measured

a non-monotonic size-dependence to the exciton radia-

tive recombination rates in CsPbBr3 nanocubes, which

showed a maximum rate for approximately 5.5 nm,

intermediately confined nanocrystals.55 Thus, a detailed

understanding of how quantum confinement and lattice

distortion influence radiative recombination is necessary

for designing optimal platforms for perovskite nanocrys-

tal based optical devices.

To elucidate the interplay of structural and electronic

effects, we combined molecular dynamics simulations for

lattice dynamics with atomistic semi-empirical pseudopo-

tential calculations for excitonic states. The detailed

theoretical framework has been described elsewhere.24,26

A size-dependent transition was found in agreement

with previous work,24 where small, approximately 2 nm

CsPbX3 cubes are cubic and larger, > 4 nm CsPbX3

nanocrystals (X = I, Br) have increased lattice distor-

tion toward the orthorhombic geometry. The size regime

of lattice symmetry breaking between 2 nm to 3 nm does

not align with the regime of non-monotonic turnaround

in the radiative rates between 4 nm and 7 nm, suggest-

ing that the underlying lattice symmetry is not the dom-

inant influence on radiative recombination in perovskite

nanocrystals at room temperature. Rather, we found

that competing size-dependent trends in the exciton os-

cillator strengths and density of states nicely capture the

optoelectronic behavior in the correct size regime. Boltz-

mann thermal averaged radiative rates were computed in

the time-dependent perturbation theory framework as

⟨kr⟩ =

[∑
n

e−βℏωn
ω3
n|µn|2

3πϵ0ℏc3

]
/
∑
n

e−βℏωn (6)

where µn and ωn are the oscillator strength and Bohr

frequency of exciton n, β = kBT , ϵ0 is the permittiv-

ity of free space, and c is the speed of light. Radiative

rates are proportional to the exciton oscillator strength,

which increases with nanocrystal size due to the larger

electron-hole overlap in the nanocrystal volume. From

this trend, it is expected that the radiative rates in-

crease monotonically for larger nanocrystals. However,

as shown in Fig. 7(a), the radiative rates decrease for

perovskite nanocrystals larger than 5.0 nm in diameter.

The delayed radiative recombination is due to thermal

distribution of exciton population into higher-lying, low

oscillator strength ”dim” states that become accessible

at ambient temperatures due to the increased density

of states in large nanocrystals, as shown in Fig. 7(b).

These dim states are within 3kBT of the exciton ground

state and show an equilibrium distribution due to the

long timescale of radiative recombination compared to

thermalizing nonradiative relaxation. It is clear from

Eq. (6) that population of these dim states effectively

decreases the Boltzmann factors of the few large oscilla-

tor strength excitons in response to reweighting by the

many dim states, leading to reduced radiative rates for

larger perovskite nanocrystals.

D. Phonon dephasing

The relaxation of excited charges proceeds through

charge-phonon interactions, exciting lattice vibrations

which themselves must subsequently relax. The examina-

tion of the dynamics of the lattice vibrations that charges
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FIG. 7. (a) Size-dependent radiative recombination rates are

non-monotonic due to the influence of increasing oscillator

strength for larger nanocrystals in competition with increas-

ing thermal population of higher energy dim excitonic states.

(b) Exciton energy level diagram for CsPbI3 nanocubes of

different edge lengths. The color coding corresponds to the

squared transition dipole magnitude of the exciton. (c) Rep-

resentative single-particle density of the valence band edge

state for a cubic 3.2 nm CsPbI3 nanocrystal.

coupled to can thus provide insight into the behavior of

excited states and clarify the ways in which they are cou-

pled. In layered perovskites, experimental observations

have reported a rich lattice dynamics owing to their ionic

inorganic framework together with the softness arising

from the organic barrier layers. Early work by Quan et

al. reported the dependence of photoluminescence quan-

tum yield on the organic ligand environments.14 They

observed that layered perovskites with aromatic organic

groups show much higher yields compared to those with

alkyl groups. Delving into the role of dynamics of the

lattice, with a pump-probe spectroscopy (illustrated in

Fig. 8(a)), vibrational relaxation dynamics were studied

through phonon dephasing rate with mainly two differ-

ent organic ligands, n-butylamine (BTA) and phenylethy-

lamine (PEA). It was found that phonon relaxation with

BTA ligands is much faster than with PEA ligands.

While with the faster dephasing rate over the range of

temperature, contrary to the prediction from a general

scattering theory,56 the dephasing rates of BTA ligands

exhibit no temperature dependence whereas the rates

from PEA ligands show a linear temperature dependence.

Hence, these distinct dynamics depending on the organic

ligands given the same inorganic framework indicate the

importance of the organic ligands in describing lattice

dynamics in layered perovskites.

To obtain a molecular level understanding of vibra-

tional dynamics of layered perovskites, molecular dynam-

ics simulations57 were performed. While simple, the ba-

sic physical properties such as lattice constants and me-

chanical properties were reasonably reproduced by the

model whose simulation snapshots with BTA and PEA

ligands are shown in Fig. 8(b) and (c), respectively. To

effectively extract the phonon modes, the fluctuation-

dissipation theorem is employed to relate displacement

correlations from simulations to the dynamical matrix58

where the analysis on the resultant vibrational frequen-

cies and phonon modes verifies that the organic ligands

largely participate in forming vibrational modes in lay-

ered perovskites.14

For the lowest frequency optical mode, the atom-

istic model qualitatively captured the phonon dephasing

dynamics observed experimentally in each layered per-

ovskites. In the classical limit, derived from the Fermi’s

golden rule, the relaxation rate of vibrational mode λ

can be computed from the Fourier transform of the cor-

responding force-force correlation function59 as

Γλ =
1

kBT

∫ ∞

0

dt cos(ωλt)⟨Fλ(0)Fλ(t)⟩ (7)

where ωλ is the optical frequency and Fλ is the force

exerted on mode λ due to the coupling with their sur-

rounding lattice. Figure 8(d) describes the dephasing

rate in BTA and PEA layered perovskites over a range of

temperatures, showing that the dephasing rates of BTA

layered perovskite is higher than the one from PEA lay-

ered perovskite and are insensitive to the temperature.

Different phonon dynamics in layered perovskites were

understood by comparing their packing geometry and

anharmonicity of organic ligands. As deduced from

Fig. 8(b) and (c), compared to PEA ligands where

molecules are well aligned via strong π − π interaction,

BTA ligands hold amorphous packing geometry even at

low temperature, whose dynamic disorder can rational-

ize the temperature insensitive relaxation rate. In terms

of higher rate of BTA perovskites, this can be resolved

by the large anharmonicity of BTA ligands. Based on

the structural analysis of organic ligands, the local po-

tential associated with the ligand orientation turns out

to be highly anharmonic in BTA perovskite, showing a

large deviation from the prediction based on fluctuation-

dissipation theorem (see Ref.14 for the detailed analy-

sis). This is further supported by calculations showing

the correlation between optical modes at different tem-

peratures, described in Fig. 8(e) where the value ranges

from 0 to 1 with the value 1 indicating that two vibra-

tional modes are identical. While for PEA perovskites,
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FIG. 8. (a) Schematic illustration of transient pump-probe

measurement (absorption spectroscopy) on two-dimensional

layered perovskites. (b and c) Snapshots of molecular dynam-

ics simulations on (b) (BTA)2PbBr4 and (c) (PEA)2PbBr4
layered perovskites, respectively. (d) Phonon dephasing rate

of the lowest optical mode with BTA (blue circles) and PEA

(purple squares) organic ligands. (e) Correlation between low-

est frequency optical modes at different temperatures. Dotted

lines are guide to the eye. Figures are adapted from Ref.14.

the values are close to 1 across the whole range of tem-

perature, the large drop in BTA perovskites as increasing

the temperature implies that the optical modes are highly

mixed with increasing temperature, a signal of large an-

harmonicity. Given the huge contribution of the organic

ligands to the optical modes, the stronger anharmonicity

from BTA perovskites justify the higher rate, facilitating

the vibrational relaxation.

IV. CONCLUDING REMARKS

In this Account, we have outlined our studies describ-

ing the effects from the perovskite lattice on the excited

state properties. For both static and dynamic properties,

while various computational and analytical descriptions

for excited states and lattice are considered in our ap-

proaches presented here, our focus has been on how to

include the lattice effect and how important it is. Our

calculations confirm that the lattice distortion resulting

from the structural relaxation needs to be considered

to properly describe the electronic states in perovskites.

Further, it is found that the lattice fluctuations affect

phonon dynamics itself and also dynamics of charge car-

riers, generically reducing the mobility, exciton binding

energy, and electron-hole recombination rate, whereas

there is negligible effects on biexciton bindings. We ex-

pect these results along with the strategic approaches

drive the continued exploration on the role of lattice ef-

fects in elucidating the origin of properties in lead halide

perovskites.
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[15] M. Schlipf, S. Poncé, and F. Giustino, Physical Review

Letters 121, 086402 (2018), 1808.08130.

[16] M. Z. Mayers, L. Z. Tan, D. A. Egger, A. M. Rappe, and

D. R. Reichman, Nano Letters 18, 8041 (2018).

[17] Y. Park, A. Obliger, and D. T. Limmer, Nano Letters

22, 2398 (2022).

[18] Y. Park and D. T. Limmer, The Journal of Chemical

Physics 157, 104116 (2022), 2205.11780.
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